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Abstract

Although a lot of research has been done on the factor complexity (also called subword complexity) of morphic words obtained as fixed points of iterated morphisms, there has been little development in exploring algorithms that can efficiently compute their abelian complexity. The factor complexity counts the number of factors of a given length $n$, while the abelian complexity counts that number up to letter permutation. We propose and analyze a simple $O(n)$ algorithm for quickly computing the exact abelian complexities for all indices from 1 up to $n$, when considering binary uniform morphisms. Using our algorithm we also analyze the structure in the abelian complexity for that class of morphisms. Our main result implies, in particular, that the infinite word over the alphabet $\{-1, 0, 1\}$ constructed from the consecutive forward differences of the abelian complexity of a fixed point of a binary uniform morphism is in fact an automatic sequence with the same morphic length. Since the proof produces morphisms that typically contain many redundant letters, we present an efficient algorithm to eliminate them in order to simplify the morphisms and to see the patterns produced more clearly.
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1. Introduction

The concept of abelian complexity is relatively new as compared to its classical counterpart of factor complexity. On the one hand, the factor complexity of a given infinite word $w$ is a function $\rho_w : \mathbb{N} \to \mathbb{N}$ that maps an integer $n$ to the number of distinct factors of $w$ of length $n$. On the other hand, the abelian complexity of $w$ is a function $\rho_{ab}^w : \mathbb{N} \to \mathbb{N}$ that maps an integer $n$ to the number of distinct Parikh vectors of factors of $w$ of length $n$. Parikh vectors, which appear in the literature under various names such as compomers [5, 6], jumbled patterns [8, 7], permutation patterns [9, 18, 24], commutative closures [19], content vectors [19], to name a few, are vectors that record the frequency of each letter in the factors. So the abelian complexity counts the number of distinct factors of a given length up to letter permutation. For a survey on abelian concepts such as abelian complexity as well as applications, we refer the reader to [11].

We focus on the abelian complexity of those words obtained as fixed points of iterated morphisms starting at some letter. For example, the Thue-Morse word is the fixed point starting at 0 of the uniform morphism $0 \mapsto 01, 1 \mapsto 10$ over the binary alphabet $\{0, 1\}$, i.e.,

$$0110100110010110 \cdots .$$

A lot of research has been done on the factor complexity of fixed points of morphisms, e.g., Frid [20] obtained an explicit formula for the factor complexity of the words obtained from a binary uniform morphism.

As to research done on the abelian complexity of fixed points of morphisms, there are two main approaches that have been taken so far. The first approach consists in deriving a formula. This is in general very difficult to do, so it has only been done for a few special cases over a binary or a ternary alphabet: Sturmian words [12], the Thue-Morse word[27], the Tribonacci word, i.e., the fixed point starting at 0 of the morphism $0 \mapsto 01, 1 \mapsto 02, 2 \mapsto 0$ [26], the paper-folding word [22], and quadratic Parry words, i.e., a morphism of the type $0 \mapsto 0^p1, 1 \mapsto 0^q$ with $p \geq q \geq 1$ or of the type $0 \mapsto 0^p1, 1 \mapsto 0^q1$ with $p > q \geq 1$, [2]. Constant and ultimately constant abelian complexity of infinite words has also been studied [13, 28]. The second approach consists in sliding a window of size $n$ on a sufficiently long prefix of a fixed point $w$ of a morphism to count the number of distinct Parikh vectors. This is also
in general very difficult to do as the required prefix’s length grows to infinity as \( n \) goes to infinity, exhausting computer memory. Reference [30] combines these two approaches: it considers an infinite word \( w \) belonging to a subclass of Parry words, and instead of sliding a window of size \( n \) on a sufficiently long prefix of \( w \), it finds a walk on a transition diagram of a discrete finite-state automaton constructed from \( w \), a finite graph that is independent of \( n \). Equivalently, it is shown how to find a transition function and an output function that allow the evaluation of the value \( \rho_{ab}^w(n) \) in \( O(\log n) \) steps.

Both approaches being difficult, there has also been work on the asymptotic abelian complexity of some morphic words, e.g., the fixed point starting at 0 of the non-uniform morphism \( 0 \mapsto 012, 1 \mapsto 02, 2 \mapsto 1 \) [3]. Such works are mainly concerned with the asymptotic behaviors of the abelian complexities rather than their specific values. The classification of the asymptotic growths of the abelian complexities of fixed points of binary morphisms has been undertaken and a complete classification in the case of binary uniform morphisms has been derived [4]. This classification had previously been done for the factor complexity of fixed points of morphisms [14, 15, 16, 17, 23].

There has been little development in exploring algorithms that can efficiently compute abelian complexity values. Our paper presents an efficient algorithm for binary uniform morphisms, and also exposes an interesting mathematical connection between a class of morphisms and the abelian complexities of their fixed points.

The contents of our paper are as follows: In Section 2, we discuss terminology related to the abelian complexity of fixed points of morphisms. In Section 3, we describe and analyze a simple \( O(n) \) algorithm for computing the abelian complexities \( \rho_{ab}^\omega(n) \) for all indices from 1 up to \( n \), when considering binary uniform morphisms. In Section 4, we discuss morphic words and prove some of their properties not shared by fixed points of morphisms. They are constructed from two morphisms \( \sigma \) and \( \tau \). In Section 5, using our algorithm, we analyze the structure in the abelian complexity of fixed points of binary uniform morphisms. We state and prove our main result which implies, in particular, that if \( \varphi \) is a binary uniform morphism with morphic length \( \ell \) and the number of zeroes in \( \varphi(0) \) minus the number of zeroes in \( \varphi(1) \) is not equal to 1, then the infinite word over the alphabet \( \{-1, 0, 1\} \) constructed from the forward differences of \( \rho_{\varphi^\omega(0)}^{ab} \), where \( \varphi^\omega(0) \) denotes the fixed point of \( \varphi \) starting at 0, is an \( \ell \)-automatic sequence. In Section 6, we prove some results on self-similarity. In Section 7, we give an efficient algorithm to eliminate redundancies in automatic sequences. This algorithm is
of interest because the morphisms $\sigma$ and $\tau$ constructed in the proof of our main result typically contain many redundant letters, so it is nice to be able to simplify the morphisms to see the pattern produced more clearly. Finally in Section 8, we conclude with some remarks and open problems for future work.

2. Preliminaries

Let $\Sigma$ denote an arbitrary alphabet. A word $w$ over $\Sigma$ is a (finite or infinite) sequence of characters from $\Sigma$. The character at position $i$ of $w$ is denoted by $w[i]$ (position labelling starts at 0) and the factor from position $i$ to position $j$ inclusive by $w[i..j]$. If $j$ is non-inclusive, the factor is denoted by $w[i..j)$. Here $[i..j]$ (resp., $[i..j)$) denotes the set $\{i, i+1, \ldots, j\}$ (resp., $\{i, i+1, \ldots, j-1\}$). When $w$ is finite, the number of characters in $w$ is denoted by $|w|$ and is called the length of $w$. The empty word $\varepsilon$ is the word of length 0 and $\Sigma^*$ denotes the set of all finite words over $\Sigma$, including $\varepsilon$. Equipped with the concatenation of words, $\Sigma^*$ forms a monoid with $\varepsilon$ acting as the identity.

Define the factor complexity $\rho_w$ of a word $w$ over $\Sigma$ to be the function that, for each positive integer $n$, returns the number of distinct factors of length $n$ of $w$. Likewise, define the abelian complexity $\rho_{ab}^w$ of a word $w$ over $\Sigma$ to be the function that, for each positive integer $n$, returns the number of abelian equivalence classes of factors of length $n$ of $w$. Here two factors are abelian equivalent if one can be obtained from the other by a permutation of characters. If $w$ is understood, we often drop it and simply write $\rho, \rho_{ab}$ respectively. To compute $\rho_{ab}(n)$, we count the number of Parikh vectors for all length-$n$ factors, where the Parikh vector of a factor $v$ is the vector whose $i$th entry is the number of occurrences of the $i$th letter in $v$; e.g., the Parikh vector of $ababbca$ is $(3, 3, 1)$.

A morphism $\varphi$ over $\Sigma = \{0, 1, \ldots, k - 1\}$ is a function $\Sigma^* \to \Sigma^*$ such that if $u, v \in \Sigma^*$, we have $\varphi(uv) = \varphi(u)\varphi(v)$. We denote it as $\varphi = (x_0, x_1, \ldots, x_{k-1})$, where $\varphi(i) = x_i$. The fixed point $\varphi^\omega(a)$ of morphism $\varphi$ over $\Sigma$ starting at $a \in \Sigma$ is the limit as $n \to \infty$ of $\varphi^n(a)$, if it exists. A morphism is binary if it is over a 2-letter alphabet. A morphism $\varphi$ over $\Sigma$ is uniform if $|\varphi(a)| = |\varphi(b)|$ for all $a, b \in \Sigma$ (it is $\ell$-uniform if $|\varphi(a)| = \ell$ for all $a \in \Sigma$).

We focus on morphisms $\varphi$ over the alphabet $\{0, 1\}$ that are non-erasing (i.e., nothing maps to $\varepsilon$), are such that $\varphi(0)[0] = 0$, and have both zeroes and ones in their existing fixed point starting at zero. We borrow some
terminology from [4]. Let \( u \) be a factor of \( \varphi^\omega(0) \). We denote by \( z(u) \) the number of zeroes in \( u \). We use \( z_0 \) and \( z_1 \) as shorthand for \( z(\varphi(0)) \) and \( z(\varphi(1)) \), respectively. The functions \( z_M(n) \) and \( z_m(n) \) return the maximum and minimum number of zeroes of any length-\( n \) factor of \( \varphi^\omega(0) \). The morphic length of \( \varphi \), denoted \( \ell \), is equal to \( |\varphi(0)| \) (which is equal to \( |\varphi(a)| \) for all other letters \( a \) if uniformity holds). The delta of \( \varphi \), denoted \( \Delta \), is \( z_M(\ell) - \max\{z_0, z_1\} \). For example, let \( \varphi = (0001, 0110) \). We clearly have \( \ell = 4 \) and \( d = 1 \). Furthermore, \( \max\{z_0, z_1\} = 3 \) and \( \varphi(10) = 01100001 \) has a factor of length \( \ell \) with four zeroes, so \( \Delta = 4 - 3 = 1 \).

Lemma 1 ([4]). For a binary morphism \( \varphi \), we have \( \rho_{ab}(n) := \rho_{\varphi^\omega(0)}(n) = z_M(n) - z_m(n) + 1 \).

We use the standard notation \( \Delta f \) to denote the finite forward difference of \( f \), which is given by \( \Delta f(n) = f(n+1) - f(n) \). For any binary word \( w \), we have \( |\Delta \rho_{ab}(n)| \leq 1 \) [4].

A block of a factor of the fixed point \( \varphi^\omega(0) \) is a maximal group of characters formed from the image of one earlier character under \( \varphi \). For example, let \( \varphi = (001, 110) \). We have the word \( w_0 = 0010011101 \) as a factor of \( \varphi^\omega(0) \). If we underline the individual blocks, we get \( 001\underline{001}110\underline{1} \), so \( w_0 \) is itself a factor of \( \varphi(0011) \), the image under \( \varphi \) of the length-4 factor \( 0011 \) of \( \varphi^\omega(0) \). Note that depending on \( \varphi \) and our given factor \( v \), there may be multiple ways to divide \( v \) into blocks. For example, if \( \varphi = (01, 10) \), then \( \varphi^\omega(0) = 01101001\cdots \), so the factor 01 occurs as its own block (e.g., the instance starting at position 0) or it can be split into two blocks (e.g., the instance starting at position 3).

A factor \( w \) of \( \varphi^\omega(0) \) is generated by a factor \( u \) of \( \varphi^\omega(0) \) if \( w \) is a factor of \( \varphi(u) \), e.g., if \( \varphi = (0101, 1110) \), then \( w = 011110111 \) is generated by \( u = 011 \). Typically we are only interested in generators \( u \) of \( w \) such that there exists a copy of \( w \) in \( \varphi(u) \) that intersects the factors of \( \varphi(u) \) coming from the leftmost and rightmost letters of \( u \). Otherwise these letters do not contribute to forming \( w \). From now on, when we talk about a factor \( u \) that generates a factor \( w \) it is assumed that \( u \) satisfies this condition. Related to the leftmost and rightmost letters of a factor of \( \varphi^\omega(0) \), the border of that factor is the set of characters that form the starting and ending blocks. If there is only one block present, then the border consists of the entire word. Returning to our example above, the word \( w_0 \) has a border of length 4.
3. Linear-Time Algorithm for Binary Uniform Morphisms

To compute $\rho^{ab}(n)$ for the fixed point of a binary morphism $\varphi$ starting at 0, we just need $z_m(n)$, the minimum number of zeroes in length-$n$ factors and $z_M(n)$, the maximum number of zeroes in length-$n$ factors (see Lemma 1). Let $z_0$ be the number of zeroes in $\varphi(0)$ and $z_1$ the number of zeroes in $\varphi(1)$. We can assume that $z_0 \geq z_1$. If this does not hold, then $\varphi(\varphi(0))$ has more zeroes than $\varphi(\varphi(1))$, so $\varphi^2$ has the desired property. Thus, if $\varphi$ does not satisfy $z_0 \geq z_1$, then we just consider $\varphi^2$ instead because $\varphi^2$ has the same fixed point as $\varphi$.

We describe a fast algorithm to compute $z_m(n)$ for a binary uniform morphism $\varphi$ with morphic length $\ell$. To minimize the number of zeroes in a factor of length $n$, we want to minimize the number of zeroes in the factor generating it. The assumption that $z_0 \geq z_1$ gives the rough idea that we would like to find a factor $v$ of length $\frac{n}{\ell}$ of the fixed point that contains the minimum number of zeroes, and then take $w = \varphi(v)$ to be our optimal factor of length $n$. However, this does not work perfectly because $n$ may not be a multiple of $\ell$, and even if it is, the optimal factor may not be aligned along multiples of $\ell$ in the fixed point (and therefore may not be the image of some $v$ under $\varphi$).

The main idea of Algorithm 1 lies on the remark that, if $\varphi$ is a morphism with morphic length $\ell$, then any word of length $n > \ell$ can be decomposed as $s\varphi(a)p$ where $s$ is a suffix of $\varphi(a)$ for some letter $a$, $p$ is a prefix of $\varphi(b)$ for some letter $b$, and the length of $aub$ is smaller than $n$.

Therefore, our algorithm records four lists, each with a specified starting and ending letter $AB \in \{00, 01, 10, 11\}$. For each list, the row corresponding to $n$ (or just row $n$ for short), $n \geq 2$, contains the minimum number of zeroes in any length-$n$ factor of $\varphi^\omega(0)$ that starts with $A$ and ends with $B$, if such a factor exists. To compute $z_m(n)$, we just take the minimum of the (at most) four values in row $n$. This algorithm can easily be modified to compute $z_M(n)$, making it an efficient and fairly straightforward way to compute $\rho^{ab}(n)$.

**Algorithm 1.** Given as input a binary uniform morphism $\varphi$ with morphic length $\ell$ having a fixed point starting at 0, $\varphi^\omega(0)$, generate the four lists for $n$ values as follows:

- Find all factors of length two in $\varphi^\omega(0)$. To do this, find all factors of length two in $\varphi(0)$ and $\varphi(1)$ (this assumes $\varphi(0)$ contains at least one 1;
if not then the fixed point is just 00 \cdots and \( z_m(n) = n \) for all \( n \). Note that if a word of length two, \( c_1c_2 \), has been found, then after applying \( \varphi \) a possibly new word of length two, \( \varphi(c_1)[\ell-1]\varphi(c_2)[0] \), can be found. Thus for every new word of length two that is found, repeat this process until all words of length two are found or until none of the new words found at some stage produce any undiscovered words.

- For each border length \( L \in [2..2\ell] \) and every letters \( A,B,a,b \in \{0,1\} \), construct a border table \( AB \), corresponding to the list \( AB \), whose entry in row \( L \) and column \( ab \) stores the minimum number of zeroes in \( w_1w_2 \) for any non-empty words \( w_1,w_2 \) subject to the conditions that \( |w_1| + |w_2| = L \), \( w_1 \) is a suffix of \( \varphi(a) \), \( w_2 \) is a prefix of \( \varphi(b) \), \( w_1 \) starts with \( A \), and \( w_2 \) ends with \( B \), if such words exist, or stores a blank otherwise.

- For \( n \in [2..\ell] \), compute row \( n \) of the four lists by using brute-force over all factors of length two. For each word \( c_1c_2 \) of length two, search \( \varphi(c_1c_2) \) for all words of length \( n \) starting and ending with the specified letters, and record the minimum value found. Every factor \( w \) of \( \varphi^e(0) \) of length at most \( \ell \) is a factor of \( \varphi(v) \) for some word \( v \) of length two (since if \( w \) intersects the images of three distinct letters, then \( |w| \geq \ell + 2 \)).

- For \( n > \ell \), compute row \( n \) of the four lists by using the border tables along with recursion.

  - To find a factor \( w \) of length \( n \) of \( \varphi^e(0) \) starting with \( A \), ending with \( B \), and containing as few zeroes as possible, case over all lengths \( L \in [2..2\ell] \), with \( L \equiv n \mod \ell \), and all letters \( a,b \), to find the minimum number of zeroes in a word \( v = aub \) of length \( m = \frac{n-L}{\ell} + 2 \) such that \( w \) is a factor of \( \varphi(v) \).

  To do this, for fixed \( L \) and \( ab \), break \( w \) into \( m \) blocks, such that the \( i \)th block comes from the image of the \( i \)th letter of \( v \). Let \( w_1 \) be the first block of \( w \) and \( w_2 \) be the last, i.e., \( w_1 \) and \( w_2 \) are the border blocks of \( w \) satisfying \( |w_1| + |w_2| = L \), \( w_1 \) is a suffix of \( \varphi(a) \), \( w_2 \) is a prefix of \( \varphi(b) \), \( w_1 \) starts with \( A \), and \( w_2 \) ends with \( B \). Compute the number of zeroes in \( w \) by adding the number of zeroes in the border blocks of \( w \) (which comes from the precomputed value in row \( L \) of border table \( AB \)) with the number of zeroes in the interior blocks of \( w \) which is the number of zeroes in \( \varphi(u) \) (the number of zeroes in \( v = aub \) comes from the precomputed value in row \( m \) of list \( ab \)).
- Calculate the value in row \( n \), list \( AB \) as the minimum number of zeroes found among all such \( w \).

For example, let \( \varphi = (001, 110) \), where \( \varphi(0) = 001001110001001110 \cdots \).

The four border tables, which contain the numbers of zeroes in the optimal border blocks, are

<table>
<thead>
<tr>
<th>( L )</th>
<th>border table 00</th>
<th>border table 01</th>
<th>border table 10</th>
<th>border table 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>00 01 10 11</td>
<td>00 01 10 11 1</td>
<td>00 01 10 11 0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>00 01 10 11</td>
<td>00 01 10 11 1</td>
<td>00 01 10 11 0</td>
<td>00 01 10 11 0</td>
</tr>
<tr>
<td>4</td>
<td>00 01 10 11</td>
<td>00 01 10 11 1</td>
<td>00 01 10 11 0</td>
<td>00 01 10 11 0</td>
</tr>
<tr>
<td>5</td>
<td>00 01 10 11</td>
<td>00 01 10 11 1</td>
<td>00 01 10 11 0</td>
<td>00 01 10 11 0</td>
</tr>
<tr>
<td>6</td>
<td>00 01 10 11</td>
<td>00 01 10 11 1</td>
<td>00 01 10 11 0</td>
<td>00 01 10 11 0</td>
</tr>
</tbody>
</table>

For instance, in border table 00, row 2 is only non-blank in column 10, since a length-2 border means we take the last element of the first block and the first element of the last block, yielding a word of the form \( \varphi(1)[2]u\varphi(0)[0] \) where \( u \) is some factor of \( \varphi(0) \). This turns out to be \( 0u0 \), a word that starts and ends in a 0, as required.

The following records the first few entries of the four lists:

<table>
<thead>
<tr>
<th>( n )</th>
<th>list 00</th>
<th>list 01</th>
<th>list 10</th>
<th>list 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

If we consider \( n = 3 \), the word 111 is a length-3 factor of \( \varphi(0) \) starting \text{and} ending in a 1 that contains 0 zeroes, so row 3 of list 11 has a 0. It is simple to compute rows 2 and 3 of these four lists by brute force; for each list the minimum number of zeroes for that list is achieved. After this we can begin the recursive process. It is more instructive to examine a larger row, so assume we have computed rows 2 up to 9. Now, suppose we wish to compute
row 10, list 00. Here, $n = 10$ and $AB = 00$. The only value congruent to 10 modulo 3 in the range $[2..6]$ is 4, so $L = 4$. This gives $m = \frac{n-L}{\ell} + 2 = 4$ for the length of $v$, which is the word that the optimal word $w$ of length 10 is generated from by applying $\varphi$ and then taking some factor. So we are looking recursively at the entries in row 4 of our lists. Now we have to case on $ab$, which are the starting and ending letters of $v$.

For $ab \in \{01, 10\}$, looking up the entries for row 4 in border table 00 gives blanks, so these values of $ab$ are not possible. For $ab = 00$, we look up row 4 of column 00 in border table 00 and see that the minimal number of zeroes is 3. In this case $v$ has length 4 and starts and ends with 0, so we look up row 4 of list 00 and get the value 2. However, we are only interested in the interior letters of $v$, since we have precomputed the number of zeroes in the border blocks, so we subtract 2, because the 2 border letters of $v$ are zeroes. Therefore, $v = 0110$. Since $z_1 = 1$, this means that the interior blocks of $w$ contain 2 zeroes, so the optimal word $w$ in this case has $3 + 2 = 5$ zeroes. Finally for $ab = 11$, we can also show that $w$ contains 5 zeroes. Thus, the value for row 10, list 00 is 5.

**Theorem 2.** Let $\varphi$ be a binary uniform morphism. Using Algorithm 1, the values $\rho^{ab}(1), \rho^{ab}(2), \ldots, \rho^{ab}(n)$ can be computed in $O(n)$ time.

**Proof.** There are four possible restrictions on the leftmost and rightmost letters $AB$ of our length-$n$ factor $w$, four possible restrictions on the letters $ab$ that generated the leftmost and rightmost blocks $w_1$ and $w_2$ of $w$, and $2\ell - 1$ possible values for the total border length $L = |w_1| + |w_2|$, where $\ell$ is the morphic length.

To determine the minimum possible number of zeroes in $w$ given a restriction on the leftmost and rightmost letters $AB$, we consider $L \equiv n \pmod{\ell}$ to determine which border length values $L$ in the range $[2..2\ell]$ are possible.

For each of the four possible choices 00, 01, 10, or 11 for letters $ab$, we look up the way to arrange $w_1$ and $w_2$ to minimize the total number of zeroes, and add in the total number of zeroes generated by the optimal factor $u$ of length $m - 2 = \frac{n-L}{\ell}$ of the factor $v = aub$ such that $w$ is a factor of $\varphi(v)$. The number of zeroes in $w_1 w_2$ can be calculated from row $L$ and column $ab$ of border table $AB$, while the number of zeroes in $v$ can be calculated from row $m$ of list $ab$.

Assuming integer computation can be done in constant time, this process takes constant time, so repeating this process for all values up to a user-inputted value $n$ means we can compute the first $n$ rows of the four lists for
\( z_m \) in \( \Theta(n) \) time. In combination with the \( z_M \) computation, it takes \( O(n) \) time to compute all the values \( \rho^{ab}(1), \rho^{ab}(2), \ldots, \rho^{ab}(n) \).

4. Morphic Words

An infinite word \( w \) over some alphabet \( \Sigma \) is a morphic word if there exists an alphabet \( \Gamma \) and morphisms \( \sigma : \Gamma^* \rightarrow \Sigma^* \) and \( \tau : \Gamma^* \rightarrow \Gamma^* \), with \( \sigma \) uniform with morphic length 1, such that for some \( a_0 \in \Gamma \), \( w = \sigma(\tau^\omega(a_0)) \).

We call \( \sigma \) and \( \tau \) the underlying morphisms of the morphic word. If \( \tau \) is uniform with morphic length \( \ell \), then \( w \) is an automatic sequence and we say it has morphic length \( \ell \) (or we say it is an \( \ell \)-automatic sequence), e.g., if \( \tau = (aaabc, aabca, bcbe) \) and \( \sigma = (0, 0, 1) \), then

\[
\sigma(\tau^\omega(a)) = 00001000010001000100010111 \cdots
\]

is an 5-automatic sequence. This concept of morphic length is not uniquely defined for a given word: in particular, if the morphic length can be \( \ell \) then it can be \( \ell^n \) for every positive integer \( n \) by using \( \tau^n \) in place of \( \tau \). Also, for simplicity we generally write 0 for the letter \( a_0 \) at which we are evaluating the fixed point.

Consider the two automatic sequences, with the same morphic length, constructed respectively from \( \tau_1 = (001, 020, 221) \) and \( \sigma_1 = (0, 1, 1) \) and from \( \tau_2 = (012, 112, 200) \) and \( \sigma_2 = (0, 1, 1) \). Combine them by adding the corresponding digits:

\[
\begin{align*}
001001010001000110010001111001 & \cdots \\
+ 0111111001111111100100011011 & \cdots \\
012112101112111101101112012 & \cdots .
\end{align*}
\]

We claim that the resulting word over \( \{0, 1, 2\} \) is an automatic sequence with the same morphic length. The following result, which establishes this claim, is a basic property of automatic sequences that we find useful later.

**Proposition 3.** [1, Theorem 5.4.4] Let \( \Sigma, \Gamma, \) and \( \Pi \) be three alphabets. Let \( u \in \Sigma^* \) and \( v \in \Gamma^* \) be \( \ell \)-automatic sequences. Let \( f : \Sigma \times \Gamma \rightarrow \Pi \) be a function and \( w \) be the infinite word such that \( w[i] = f(u[i], v[i]) \), for all non-negative integers \( i \). Then \( w \) is also an \( \ell \)-automatic sequence.

Proposition 3 does not necessarily hold if morphic words are replaced by fixed points of morphisms unless \( f \) is bijective. This is because after
combining the two morphic words, we might get one letter in two different ways, and so some factors of the fixed point that should be the same because they are generated by the same letter may in fact be different, and so the resulting word may not be a fixed point of a morphism. Proposition 4 is also interesting because it shows that, unlike fixed points of morphisms, automatic sequences are closed under the addition or removal of prefixes. It is stated for automatic sequences, but it can be stated to apply to general morphic words as long as the underlying morphism $\tau$ is non-erasing.

**Proposition 4.** Let $u$ be an $\ell$-automatic sequence.

1. If $v$ is a word obtained from $u$ by adding any finite word (even one with letters not occurring in $u$) to the beginning of $u$, then $v$ is an $\ell$-automatic sequence.

2. If $v$ is a word obtained from $u$ by removing a prefix of $u$, then $v$ is an $\ell$-automatic sequence.

5. **Structure in the Abelian Complexity for Binary Uniform Morphisms**

Figure 1 suggests that knowing the first $n$ values, $1, 2, \ldots, n$, of the abelian complexity for a fixed point of a binary uniform morphism with morphic length $\ell$ gives us the values for $\ell, 2\ell, \ldots, n\ell$, which is why we see a type of self-similarity; this result was shown in [4]. However, there is much more structure; between the multiples of $\ell$, the same types of repeating pattern occur. Trying to describe these yields the following result regarding the structure of $z_m$ and $z_M$.

Before proving it, we recall the notations from Section 2 of the difference of a binary uniform morphism $\varphi$, denoted $d$, which is $|z_0 - z_1|$, where $z_0 = z(\varphi(0))$, i.e., the number of zeroes in the image of 0, and $z_1 = z(\varphi(1))$. We also use the standard notation $\Delta f$ to denote the finite forward difference of $f$, i.e., $\Delta f(n) = f(n + 1) - f(n)$.

**Theorem 5.** If $\varphi$ is a binary uniform morphism with morphic length $\ell$ and $d \neq 1$, then $\Delta z_m$ and $\Delta z_M$ are $\ell$-automatic sequences.

**Proof.** As in Section 3, assume that $z(\varphi(0)) = z_0 \geq z_1 = z(\varphi(1))$ (in case $z_0 < z_1$ the square of the morphism is considered, so that the length $\ell$ of the morphism changes to $\ell^2$).
Figure 1: Self-similarity, from left-to-right and then top-to-bottom: the first $5^2$, $5^3$, $5^4$, and $5^5$ values of the abelian complexity for morphism $(00101, 11001)$ with morphic length 5.
Suppose $d = z_0 - z_1 > 1$ (the case $d = 0$ follows a similar but slightly simpler argument, and will be treated later). Call the table of the four lists with infinitely many rows produced by running Algorithm 1 forever on input $\varphi$, after any blank entry has been replaced by an $X$ character, the $z_m$ table. In the computations described below, ignore the $X$’s. Now, create an infinite word $w$ as follows. Set $w[0] = a_0$ and $w[1] = a_1$, where $a_0$ and $a_1$ are two special characters. If $j \geq 2$, then to compute $w[j]$, take rows $j$, $j + 1$, and $j + 2$ from the $z_m$ table and place them into a $3 \times 4$ table with row $j$ first and row $j + 2$ last. Then, subtract the minimum value in this $3 \times 4$ table from all its entries, so that at least one entry is 0. Finally, if any entry in this $3 \times 4$ table exceeds $2\ell$, replace it with $X$. This gives us a $3 \times 4$ table whose entries are in $[0..2\ell] \cup \{X\}$, and set the letter $w[j]$ to be this table. Let the alphabet $\Gamma$ be the set of all letters occurring in $w$.

We claim that $w$ is the fixed point of the $\ell$-uniform morphism $\tau$ defined over $\Gamma$ as follows. Let $\tau(a_0) = w[0]w[1] \cdots w[\ell - 1]$ and $\tau(a_1) = w[\ell]w[\ell + 1] \cdots w[2\ell - 1]$. Now let $a$ be any letter in $\Gamma$ other than $a_0$ and $a_1$, and let $n$ be such that $a = w[n]$. The letter $a$ is a $3 \times 4$ table produced by taking rows $n$, $n + 1$, and $n + 2$ from the $z_m$ table, subtracting out the minimum value, and replacing any value larger than $2\ell$ with $X$. Use Algorithm 1 to compute what would be rows $2\ell$ through $3\ell + 1$ of the $z_m$ table, a total of $\ell + 2$ rows, under the assumption that rows 2, 3, and 4 are given by the rows of the table associated with $a$. Let $\tau(a)[i]$, for $i \in [0..\ell - 1]$, be obtained using rows $2\ell + i$, $2\ell + i + 1$, and $2\ell + i + 2$, subtracting the minimum value, and replacing all values larger than $2\ell$ with $X$.

Note that when using Algorithm 1 for computing row $j\ell + r$ with $0 < r \leq \ell$, we recurse on row $j + 1$ if $r = 1$ and rows $j + 1$ and $j + 2$ if $r > 1$. To see this when $r > 1$ for instance, the only values congruent to $j\ell + r$ (mod $\ell$) in the range $[2..2\ell]$ are $r$ and $\ell + r$, so we recurse on row $m = \frac{j\ell + r - \ell}{\ell} + 2 = j + 2$ or on row $m = \frac{(j\ell + r) - (\ell + r)}{\ell} + 2 = j + 1$. Therefore, when computing rows $j\ell$ through $(j + 1)\ell + 1$, we recurse on rows $j$, $j + 1$, and $j + 2$.

We next show that $\tau(w[n]) = w[n\ell] \cdots w[n\ell + \ell - 1]$. First, assume that we skip the step where we replace all entries larger than $2\ell$ by $X$. We claim that the $\ell + 2$ rows produced by the above process are equivalent to rows $n\ell$ through $(n + 1)\ell + 1$ if we add some constant to every entry. The two aberrations between what we do to produce the $\ell + 2$ rows $2\ell$ through $3\ell + 1$ and what Algorithm 1 actually does to produce rows $n\ell$ through $(n + 1)\ell + 1$ are first, that the three rows used in the computation of $w[n]$ only differ from
the actual rows \( n, n + 1, \) and \( n + 2 \) of the \( z_m \) table by some constant \( C \), and second, that we define the indices of the rows we recurse on to be 2, 3, and 4 instead of \( n, n + 1, \) and \( n + 2 \). The first aberration changes all entries in the rows produced by \( Cd \), since Algorithm 1 is told that there are \( C \) fewer zeroes in each word it recurses on, which tells it that there are \( Cd \) fewer zeroes in the words produced, since we apply an iteration of the morphism \( \varphi \) (as \( z_0 \geq z_1, d = z_0 - z_1 \)). The second aberration also affects all the entries by a constant, since Algorithm 1 thinks that the words being recursed on have \( n - 2 \) fewer letters than they actually do, which makes it think that there are \( n - 2 \) fewer ones in these words (since the number of zeroes is given), and therefore the entries produced are smaller by \( (n - 2)z_1 \). Now, the letter \( w[n\ell + i] \) is computed the same way as the letter \( \tau(a)[i] \) except using rows \( n\ell + i, n\ell + i + 1, \) and \( n\ell + i + 2 \) instead of rows \( 2\ell + i, 2\ell + i + 1, \) and \( 2\ell + i + 2 \). However, since we always subtract the minimum value, it does not matter if the entries in the rows used differ by a constant, so \( \tau(a)[i] = w[n\ell + i] \) as desired.

Second, assume that we do not skip the step where we replace all entries larger than \( 2\ell \) by \( X \). If allowing this step changes any of the letters in \( \tau(a) \) from what they were before, then it has changed some of the \( \ell + 2 \) rows that we use Algorithm 1 to produce. If an entry in one of these rows has changed, then the only way for that entry to achieve its optimal value is for it to recurse on one of the values that we replace with \( X \). Consider such an entry in row \( j, j \in [2\ell..3\ell + 1] \). Let one of the values that it recurses on to get its optimal value be \( Y \) in row \( k, k \in [2..4] \), and let the smallest entry in row \( k \) be \( Z \). Because \( Y \) gets replaced by \( X \) if we allow that step, \( Y > Z + 2\ell \). Note that in row \( j \), at least one entry is allowed to recurse on entry \( Z \), because if \( v \) is a word corresponding to entry \( Z \), there exists a factor of \( \varphi(v) \) of length \( j \) that includes letters from every block of length \( \ell \), and such a word can be produced by recursing on entry \( Z \). Any entry in row \( j \) that is allowed to recurse on entry \( Z \) is at most \( (k - 2)z_1 + Zd + 2\ell \), since in the worst case the border blocks contain \( 2\ell \) zeroes. The entry whose optimal value is obtained from recursing on \( Y \) is at least \( (k - 2)z_1 + Yd \). Therefore, the difference between these entries is at least \( (Y - Z)d - 2\ell > (2\ell) \cdot 2 - 2\ell = 2\ell \) since \( Y - Z > 2\ell \) and \( d > 1 \). Thus, any entry that is changed by allowing that step exceeds another value in its row by more than \( 2\ell \), and so is replaced by \( X \) in the end anyway. Thus, allowing this step has no effect on \( \tau(a) \).

Note that the part of the proof where we require \( d > 1 \) is in showing that we can delete all values larger than \( 2\ell \) in a letter, which is a \( 3 \times 4 \) table, to
make the alphabet size finite.

We have constructed \( \tau \) in such a way that

\[
\tau(w[n]) = w[n\ell] w[n\ell + 1] \cdots w[n\ell + \ell - 1]
\]

for all \( n \geq 2 \), and by definition this holds for \( n = 0 \) and \( n = 1 \). Thus, \( w = \tau^\omega(a_0) \).

Now, we wish to define a uniform morphism \( \sigma \) with morphic length 1 such that \( \sigma(w[n]) = \Delta z_m[n] \) for all \( n \geq 0 \). Set \( \sigma(a_0) = \Delta z_m[0] \) and \( \sigma(a_1) = \Delta z_m[1] \), so that these values clearly satisfy the desired property. Then, for all \( a \in \Gamma \) with \( a \not\in \{a_0, a_1\} \), let \( \sigma(a) \) be the minimum value in the second row of \( a \) minus the minimum value in the first row of \( a \). Because the three rows in \( a = w[n] \) differ by some constant from rows \( n, n+1, \) and \( n+2 \) of the \( z_m \) table, \( \sigma(w[n]) = z_m(n+1) - z_m(n) = \Delta z_m[n] \), as desired. Thus, \( \sigma(\tau^\omega(a_0)) = \sigma(w) = \Delta z_m \), showing that \( \Delta z_m \) is an \( \ell \)-automatic sequence.

Suppose \( d = z_0 - z_1 = 0 \). This case follows an argument similar to the \( d > 1 \) case but is slightly simpler. To construct the letters, instead of replacing any value larger than 2\( \ell \) with \( X \), we replace any value larger than 1 with a 1. The morphism \( \tau \) still works, because when recursing in the \( d = 0 \) case we do not care about the actual values in the row we recurse on (since the number of zeroes in \( \varphi(v) \) is \( z_0|v| \), which is independent of \( v \), but only whether each entry contains an integer or an \( X \). This still is enough information to determine \( \Delta z_m[n] \), since replacing any value larger than 1 with a 1 does not affect the difference between the minimum values in the first two rows of a letter \( w[n] \).

If we want to determine all the letters that occur in the fixed point \( \tau^\omega(a_0) \) from the proof of Theorem 5, we can start with the set \( S_0 = \{a_0, a_1\} \), then define \( S_{n+1} = S_n \cup \{ \text{the letters in } \tau(a) \mid a \in S_n \} \), and keep computing \( S_n \) for the next value of \( n \) until we get \( S_{n+1} = S_n \) for some \( n \). If a non-trivial fraction of the letters in the alphabet \( \Gamma \) defined in the proof actually occurs in the fixed point, this takes impractically long, but we have found that in practice the alphabet size is usually not very large, e.g., it is often around 20 for morphisms with \( \ell \approx 5 \).

Also when \( d = 1 \), we have not been able to make the alphabet size, in the proof of Theorem 5, finite. However, for many morphisms satisfying \( d = 1 \), there are only finitely many letters in the fixed point of \( \tau \) starting at \( a_0 \) even if we skip the step where we delete entries larger than 2\( \ell \), and so the proof works for them. To see if the proof works for a given morphism
with $d = 1$, we can apply the algorithm in the previous paragraph to find all letters that occur. If it terminates in a specified number of iterations, the proof works for that morphism, but if it does not terminate in the allowed number of iterations, then the algorithm is inconclusive.

**Corollary 1.** If $\varphi$ is a binary uniform morphism with morphic length $\ell$ and $d \neq 1$, the infinite word $\Delta \rho^{ab}$ over $\{-1, 0, 1\}$ is an $\ell$-automatic sequence.

**Proof.** By Theorem 5, $\Delta z_m$ and $\Delta z_M$ are $\ell$-automatic sequences. Since $\rho^{ab}(n) = z_M(n) - z_m(n) + 1$ by Lemma 1, it follows that $\Delta \rho^{ab}[n] = \Delta z_M[n] - \Delta z_m[n]$. Now apply Proposition 3 to $\Delta \rho^{ab}$ to get the desired result. \qed

For example, consider the morphism $(00101, 11011)$. We can calculate the underlying morphisms for $\Delta z_m$ and $\Delta z_M$ from the proof of Theorem 5, and combine them to produce underlying morphisms for $\Delta \rho^{ab}$. Applying a simplification algorithm (Algorithm 8, which we discuss later) gives the following morphisms $\sigma$ and $\tau$ to construct $\Delta \rho^{ab}$:

| $\sigma$ | $\tau$ | $\sigma$ | $\tau$ | $\sigma$ | $\tau$ | $\sigma$ | $\tau$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>1</td>
<td>$aabcd$</td>
<td>$b$</td>
<td>0</td>
<td>$eabfg$</td>
<td>$c$</td>
<td>1</td>
</tr>
<tr>
<td>$e$</td>
<td>0</td>
<td>$abcdef$</td>
<td>$f$</td>
<td>0</td>
<td>$abfge$</td>
<td>$g$</td>
<td>-1</td>
</tr>
<tr>
<td>$i$</td>
<td>0</td>
<td>$cihid$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6. Self-similarity

We prove some results on self-similarity for $\Delta z_m$ and $\Delta \rho^{ab}$.

**Proposition 6.** For a binary uniform morphism $\varphi$ with morphic length $\ell$ (with $z_0 \geq z_1$), let $\sigma : \Gamma^* \to \{0, 1\}^*$ and $\tau : \Gamma^* \to \Gamma^*$ be uniform morphisms with morphic length 1 and $\ell$, respectively, such that $\sigma(\tau^\omega(a_0)) = \Delta z_m$ for some letter $a_0$. For any integer $n > 0$, consider $a = \tau^\omega(a_0)[n]$. If $\sigma(a) = 0$ (resp., $\sigma(a) = 1$), then exactly $z_1$ (resp., $z_0$) occurrences of letters in $\tau(a)$ are mapped to 1 under $\sigma$. The same result holds for $z_M$.

**Proof.** For any $n > 0$, consider the letter $a = \tau^\omega(a_0)[n]$, so that $\sigma(a) = \Delta z_m[n]$. Then in the fixed point of $\tau$ at $a_0$, $a$ maps to the letters in positions included in $[\ell n..\ell (n+1))$, so

$$\sigma(\tau(a)) = \Delta z_m[\ell n] \Delta z_m[\ell n + 1] \cdots \Delta z_m[\ell n + \ell - 1].$$
Also,

$$\Delta z_m[\ell n] + \Delta z_m[\ell n + 1] + \cdots + \Delta z_m[\ell n + \ell - 1] = z_m(\ell(n+1)) - z_m(\ell n).$$

Since $\sigma$ maps every letter to 0 or 1, the number of occurrences of letters in $\tau(a)$ that are mapped to 1 under $\sigma$ is $z_m(\ell(n+1)) - z_m(\ell n)$. Since $n > 0$, we can apply [4, Lemma 13] to get

$$z_m(\ell(n+1)) - z_m(\ell n) = d(z_m(n+1) - z_m(n)) + z_1 = (z_0 - z_1)\Delta z_m(n) + z_1.$$  

When $\Delta z_m(n) = 0$, this is $z_1$, and when $\Delta z_m(n) = 1$, this is $z_0$. Recalling that $\sigma(a) = \Delta z_m[n]$, this shows that when $\sigma(a) = 0$, exactly $z_1$ occurrences of letters in $\tau(a)$ are mapped to 1 under $\sigma$, and when $\sigma(a) = 1$, exactly $z_0$ occurrences of letters in $\tau(a)$ are mapped to 1 under $\sigma$. The proof is similar for $z_M$.

Observe that when $n = 0$, $z_m(\ell) - z_m(0) = dz_m(1) + z_1 - \Delta$ by [4, Lemma 13], where $\Delta = \min\{z_0, z_1\} - z_m(\ell)$ by [4, Lemma 10]. When $\varphi(0)$ contains only zeroes, clearly $\sigma(b) = 1$ for every letter $b$ in $\Gamma$ (since $z_m(i) = i$ for all $i \geq 0$), so the $\ell$ occurrences of letters in $\tau(a_0)$ are mapped to 1 under $\sigma$. Otherwise, $z_1(1) = 0$, so $\sigma(a_0) = z_m(1) - z_m(0) = 0$, and exactly $z_1 - \Delta$ occurrences of letters in $\tau(a_0)$ are mapped to 1 under $\sigma$. For $z_M$, a similar derivation from [4, Lemma 13] shows that exactly $z_0 + \Delta$ occurrences of letters in $\tau(a_0)$ are mapped to 1 under $\sigma$.

Proposition 6 is significant for a few reasons. First, the above observations show that when $\Delta \neq 0$, the letter $a_0$ occurs only once in the respective fixed points of the underlying morphisms $\tau$ for $\Delta z_m$ and $\Delta z_M$ starting at $a_0$. Second, it confirms that the difference $z_m(1) - z_m(0)$ is a good consecutive difference to start at, because if for example we define our infinite word $\Delta z_m$ to start with the difference $z_m(2) - z_m(1)$ instead, then this result does not hold. Third, it shows that $\Delta z_m$ has a sort of self-similarity: the number of occurrences of the letters in $\tau(a)$, $a \neq a_0$, corresponds to a bigger increase, i.e., $z_0$, if $a$ itself does correspond to an increase (when $\sigma(a) = 1$), and a smaller increase, i.e., $z_1$, if $a$ does not (when $\sigma(a) = 0$). In fact, this self-similarity holds in a more obvious way for $\Delta \rho^{ab}$, as the following result demonstrates.

**Proposition 7.** If $\varphi$ is a binary uniform morphism with morphic length $\ell$ (with $z_0 \geq z_1$) and $n > 0$ is an integer, then $\rho^{ab}(\ell(n+1)) - \rho^{ab}(\ell n) = d(\Delta \rho^{ab}(n))$. 
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Proof. By [4, Lemma 15], $\rho^{ab}(\ell n) = d\rho^{ab}(n) - d + 1 + 2\Delta$, where $\Delta = \min\{z_0, z_1\} - z_m(\ell)$. The desired equality follows. \hfill $\square$

7. Eliminating Redundancies in Automatic Sequences

Even if two letters have the same image under a morphism $\tau : \Gamma^* \to \Gamma^*$, they appear as “distinct” in a fixed point of a morphism with respect to $\tau$. However, in an automatic sequence with respect to two morphisms $\sigma : \Gamma^* \to \Sigma^*$ (with morphic length 1) and $\tau : \Gamma^* \to \Gamma^*$ (with morphic length $\ell$), it is possible that two letters have the same image under $\tau$ and are mapped to the same letter under $\sigma$. Thus these two letters appear as “identical” for our purposes, and it would be nice to eliminate one of them to simplify $\sigma$ and $\tau$.

We say that two letters $a$ and $b$ in $\Gamma$ are equivalent or redundant with respect to the morphisms $\sigma$ and $\tau$ if for all integers $n \geq 0$, we have $\sigma(\tau^n(a)) = \sigma(\tau^n(b))$. Note that if two letters are equivalent, then replacing any instance of one by the other in any image of a letter under $\tau$ does not change the automatic sequence produced. Determining whether two letters are equivalent is not as simple as checking whether their images under $\sigma$ and $\tau$ are the same. This is clearly sufficient to imply equivalence. But it is possible that two equivalent letters $a$ and $b$ have nearly the same image under $\tau$, except that in a position $i$, $\tau(a)[i]$ and $\tau(b)[i]$ are distinct but equivalent letters themselves. Furthermore, it is possible to have equivalent letters even if no two letters have the same image under $\tau$, so the problem cannot be solved by repeatedly merging letters that have the same image under $\tau$.

The following remarks motivate an algorithm for eliminating redundant letters. For any pair of non-equivalent letters $a, b$, let $f(a, b)$ be the smallest integer $n$ such that $\sigma(\tau^n(a)) \neq \sigma(\tau^n(b))$. It is trivial to determine all pairs $(a, b)$ with $f(a, b) = 0$; this occurs if and only if $\sigma(a) \neq \sigma(b)$. Now fix an integer $n$, and assume we have determined all pairs of non-equivalent letters $(a, b)$ with $f(a, b) < n$. Pick any two distinct letters $a$ and $b$. Let $\tau(a) = a_0a_1 \cdots a_{\ell-1}$ and $\tau(b) = b_0b_1 \cdots b_{\ell-1}$. Then

$$\sigma(\tau^n(a)) = \sigma(\tau^{n-1}(a_0))\sigma(\tau^{n-1}(a_1)) \cdots \sigma(\tau^{n-1}(a_{\ell-1}))$$

and

$$\sigma(\tau^n(b)) = \sigma(\tau^{n-1}(b_0))\sigma(\tau^{n-1}(b_1)) \cdots \sigma(\tau^{n-1}(b_{\ell-1})).$$

We have $f(a, b) \leq n$ if and only if $\sigma(\tau^{n-1}(a_i)) \neq \sigma(\tau^{n-1}(b_i))$ for some $i$ if and only if $f(a_i, b_i) < n$. Therefore, we can determine all pairs $(a, b)$
with \( f(a, b) = n \) if we know all pairs \((a, b)\) with \( f(a, b) < n \). Furthermore, if there are no pairs \((a, b)\) with \( f(a, b) = n \), then there are no pairs \((a, b)\) with \( f(a, b) = n + 1 \); otherwise, for some pair \((a, b)\) we have \( \sigma(\tau^{n+1}(a)) \neq \sigma(\tau^{n+1}(b)) \) implying that for some \( i \), \( f(\tau(a)[i], \tau(b)[i]) = n \), a contradiction.

**Algorithm 8.** Given as input uniform morphisms \( \sigma : \Gamma^* \to \Sigma^* \) (with morphic length 1) and \( \tau : \Gamma^* \to \Gamma^* \) (with morphic length \( \ell \)), produce two uniform morphisms \( \sigma' : \Pi^* \to \Sigma^* \) (with morphic length 1) and \( \tau' : \Pi^* \to \Pi^* \) (with morphic length \( \ell \)) as follows:

- Iteration 0: partition the letters in \( \Gamma \) into equivalence classes based on the value of \( \sigma(\tau^0(a)) \) for every letter \( a \) in \( \Gamma \), i.e., the class of \( a \), \([a]\), is \( \{ b \in \Gamma \mid \sigma(a) = \sigma(\tau^0(a)) = \sigma(\tau^0(b)) = \sigma(b) \} \). Assign each \([a]\) a unique ID, denoted by \( ID([a]) \).

- Iteration \( n, n > 0 \): within each \([a]\), for each letter \( b \) in \([a]\), compute the sequence of IDs, \( ID([b_0]) ID([b_1]) \cdots ID([b_{\ell-1}]) \), generated by replacing the letters in \( \tau(b) = b_0b_1\cdots b_{\ell-1} \) by the IDs of those letters’ classes. Then split each \([a]\) into new equivalence classes based on those sequences of IDs. After doing this for every equivalence class, get rid of the old IDs and assign an ID to each equivalence class.

- Repeat this process until no new equivalence classes are created (corresponding to no letters \( a, b \in \Gamma \) satisfying \( f(a, b) = n \) if this is iteration \( n \)).

- Assign each equivalence class a letter, say \( A \), which is the set of all letters in the class (\( \Pi \) is the set of all those \( A \)’s). Find \( \sigma'(A) \) by taking the image under \( \sigma \) of any of the letters in \( A \) and find \( \tau'(A) \) by taking any \( a \in A \), computing \( \tau(a) \), and replacing each letter in \( \tau(a) \) with the letter assigned to its equivalence class.

**Theorem 9.** Given as input uniform morphisms \( \sigma : \Gamma^* \to \Sigma^* \) (with morphic length 1) and \( \tau : \Gamma^* \to \Gamma^* \) (with morphic length \( \ell \)), Algorithm 8 outputs two uniform morphisms \( \sigma' : \Pi^* \to \Sigma^* \) (with morphic length 1) and \( \tau' : \Pi^* \to \Pi^* \) (with morphic length \( \ell \)), where alphabet \( \Pi \) is possibly smaller than alphabet \( \Gamma \) and no equivalent letters exist in \( \Pi \). It runs in \( \mathcal{O}(|\Gamma|^2\ell) \) time.

**Proof.** We first claim that for all non-equivalent letters \( a, b \in \Gamma \), the inequality \( f(a, b) < |\Gamma| - 1 \) holds. To show our claim, it is sufficient to note that
the number of classes is bounded by \(|\Gamma|\) and each step increases by at most 1 this number.

Our claim shows that Algorithm 8 goes through at most \(|\Gamma| - 1\) iterations. If we use a hash table to store equivalence class IDs, then for each iteration we compute the ID sequence for the image of each letter under \(\tau\), which takes \(|\Gamma|\ell\) time. Computing \(\sigma'\) and \(\tau'\) thus takes \(O(|\Gamma|\ell)\) time.

For example, given as input the morphisms \(\sigma : \{a, b, c, d, e, f\}^* \to \{0, 1, 2\}^*\) and \(\tau : \{a, b, c, d, e, f\}^* \to \{a, b, c, d, e, f\}^*\) given by \(\sigma = (0, 1, 1, 2, 2, 2)\) and \(\tau = (ab, bd, ce, ab, ac, ad)\), Algorithm 8 outputs the morphisms \(\sigma' : \{w, x, y, z\}^* \to \{0, 1, 2\}^*\) and \(\tau' : \{w, x, y, z\}^* \to \{w, x, y, z\}^*\) with no equivalent letters given by \(\sigma' = (0, 1, 2, 2)\) and \(\tau' = (wx, xy, wx, wy)\). At iteration 0, the alphabet \(\{a, b, c, d, e, f\}\) is partitioned into the equivalence classes \(\{a\}, \{b, c\}, \{d, e, f\}\). At iteration 1, the class \(\{d, e, f\}\) is split into two classes \(\{d, e\}, \{f\}\). At iteration 3, no more classes are created. So assign the letter \(w\) to the class \(\{a\}\), \(x\) to \(\{b, c\}\), \(y\) to \(\{d, e\}\), and \(z\) to \(\{f\}\).

8. Remarks and Open Problems for Future Work

The concept of abelian complexity was recently extended to the one of \(k\)-abelian complexity [21]: two finite words \(u\) and \(v\) are \(k\)-abelian equivalent if for all words \(x\) of length at most \(k\), the number of occurrences of \(x\) in \(u\) equals that number in \(v\).

Parreau et al. [25] developed a new approach for studying the \(k\)-abelian complexity of 2-automatic sequences, which is based on the fact that a sequence satisfying some reflection symmetry property ends up being 2-regular, i.e., the \(\mathbb{Z}\)-module generated by its 2-kernel is finitely generated. They proved, in particular, that the period-doubling word and the Thue-Morse word have 2-abelian complexity sequences that are 2-regular and that the 2-block codings of these two words have 1-abelian complexity sequences that are 2-regular. In fact, they conjectured that any \(\ell\)-automatic sequence has an \(k\)-abelian complexity function that is \(\ell\)-regular (the case of \(k = 1\) appears as an open problem in [29], and it was raised as a question in [22] where it was shown true for the paper-folding word). Charlier et al. [10] showed that any \(\ell\)-automatic sequence has a factor complexity function that is \(\ell\)-regular, and gave an algorithmic method to compute it.

In this paper, we deal with 1-abelian complexity (or abelian complexity) of sequences constructed from binary \(\ell\)-uniform morphisms. We are not
directly interested in the $\ell$-regularity of the abelian complexity sequences of this class of $\ell$-automatic sequences; we develop an $O(n)$-time algorithm to compute the abelian complexity for all indices from 1 up to $n$. Using our algorithm we also analyze the structure in the abelian complexity for that class of sequences.

Analyzing the abelian complexity values of various binary uniform morphisms in depth suggested the following conjecture, for which the $d = 1$ case remains open (see Theorem 5 and Corollary 1 for the $d \neq 1$ case).

**Conjecture 10.** If $\varphi$ is a binary uniform morphism with morphic length $\ell$, then $\Delta z_m$, $\Delta z_M$, and $\Delta \rho^{ab}$ are $\ell$-automatic sequences.

Also, regarding the underlying morphisms $\tau$ for the automatic sequences $\Delta z_m$, $\Delta z_M$, and $\Delta \rho^{ab}$, we have seen in practice that the simplified alphabet sizes are relatively small, typically less than $\ell$. An open problem is to give a bound for these sizes.

One of the largest ratios of the alphabet size to $\ell$ we have encountered was for the morphism $\varphi = (0011100, 1100011)$ with $\ell = 7$. In this case $\Delta z_m$, $\Delta z_M$, and $\Delta \rho^{ab}$ all have simplified alphabet size 17 for the morphism $\tau$. Note that $d = 1$ for $\varphi$, but we were able to determine that Conjecture 10 held for it by using the parts of the proof of Theorem 5 that apply to all values of $d$, and then noting by casework that we can replace any value exceeding 5 with an $X$ (like how we show that we can replace values larger than 2 by an $X$).

Using Algorithm 8, the simplified morphisms $\sigma$ and $\tau$ for $\Delta z_m = \sigma(\tau(\omega(a)))$ for $\varphi$ are as follows:

<table>
<thead>
<tr>
<th>$\sigma()$</th>
<th>$\tau()$</th>
<th>$\sigma()$</th>
<th>$\tau()$</th>
<th>$\sigma()$</th>
<th>$\tau()$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a 0 abbcdef</td>
<td>g 1 jehkdef</td>
<td>m 1 ghijmef</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b 0 ghbijef</td>
<td>h 0 ghbcef</td>
<td>n 0 gpdehbn</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c 0 gfdehbi</td>
<td>i 0 gfdehbn</td>
<td>o 1 omehkqf</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d 1 jefgfaf</td>
<td>j 1 omehkqf</td>
<td>p 0 ghdehi</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e 1 ghklmef</td>
<td>k 0 gffggh</td>
<td>q 1 jehklef</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f 0 ghkdehi</td>
<td>l 1 jmehkgf</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Another observation we have made is that for many morphisms, $\Delta z_m(n) + \Delta z_M(n) = 1$ for all $n \geq 0$. This means that from $n$ to $n + 1$, exactly one of $z_m$ and $z_M$ increases, which means that $\Delta \rho^{ab}(n)$ is always $-1$ or 1. An open problem is to identify the class of morphisms for which this property holds. The above $\varphi$ is an example of such a morphism.
Finally, our results apply almost exclusively to binary uniform morphisms, but we have seen that there seems to be definite structure in the abelian complexity of non-binary uniform morphisms. Another open problem for future work is to find ways to efficiently compute the abelian complexity values in these cases, and to analyze the mathematical structure and asymptotic complexity of the abelian complexity function.
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