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Abstract

Schema Matching is the problem of identifying corresponding elements in different schemas. Discovering these correspondences or matches is inherently difficult to automate. Past solutions have proposed a principled combination of multiple algorithms. However, these solutions sometimes perform rather poorly due to the lack of sufficient evidence in the schemas being matched. In this paper we show how a corpus of schemas and mappings can be used to augment the evidence about the schemas being matched, so they can be matched better. Such a corpus typically contains multiple schemas that model similar concepts and hence enables us to learn variations in the elements and their properties. We exploit such a corpus in two ways. First, we increase the evidence about each element being matched by including evidence from similar elements in the corpus. Second, we learn statistics about elements and their relationships and use them to infer constraints that we use to prune candidate mappings. We also describe how to use known mappings to learn the importance of domain and generic constraints. We present experimental results that demonstrate corpus-based matching outperforms direct matching (without the benefit of a corpus) in multiple domains.

1. Introduction

Semantic heterogeneity is a key problem in any data sharing system, be it a federated database [22], data integration system [25], message passing system [1, 14, 16], web service, or peer-data management system [18]. The data sources involved are typically designed independently, and hence use different schemas. To obtain meaningful interoperation, one needs a semantic mapping between the schemas, i.e., a set of expressions that specify how the data in one source corresponds to the data in the other.

This paper considers the problem of schema matching: determining a set of correspondences (a.k.a. matches) that identify similar elements in different schemas. Matching is typically the first phase in generating schema mappings. Schema matching is inherently a difficult task to automate mostly because the exact semantics of the data are only completely understood by the designers of the schema, and not fully captured by the schema itself. In part, this is due to the limited expressive-power of the data model, and often is further hindered by poor database design and documentation. As a result, the process of producing semantic mappings requires a human in the loop and is typically labor-intensive, causing a significant bottleneck in building and maintaining data sharing applications.

Schema matching (a.k.a. ontology alignment) has received steady attention in the database and AI communities over the years (see [19] for a recent survey and [17, 2, 3, 5, 8, 9, 12, 27, 24] for work since). A key conclusion from this body of research is that an effective schema matching tool requires a principled combination of several base techniques, such as linguistic matching of names of schema elements, detecting overlap in the choice of data types and representation of data values, considering patterns in relationships between elements, and using domain knowledge.

However, current solutions are often very brittle. In part, this is because they only exploit evidence that is present in the two schemas being matched. These schemas often lack sufficient evidence to be able to discover matches. For example, consider table definitions T1 and T2 in Figure 1(a). While both of these tables describe the availability of items, it is almost impossible to find a match by considering them in isolation.

This paper describes corpus-based matching, an approach that leverages a corpus of schemas and mappings in a particular domain to improve the robustness of schema matching algorithms. A corpus offers a storehouse of alternative representations of concepts in the domain, and therefore can be leveraged for multiple purposes. This paper focuses on using it to improve schema matching. It also establishes some fundamental methods for building and exploiting a corpus.

To illustrate the intuition behind our techniques for exploiting a corpus, suppose that for any element e (e.g., table or attribute name) in a schema S, we are able to identify the set of elements, $C_e$, in the corpus that are similar to the element e. We can use $C_e$ to aug-
ment the knowledge that we have about e. In our example, the table T1.BookAvailability is very similar to the table T3.BookStore in the corpus (their columns are also similar to each other). Similarly, T2.Stock is similar to T4.ProductAvailability. It is easy to see that combining the evidence in T3 with T1 and T4 with T2 better enables us to match T1 with T2: first there is increased evidence for particular matching techniques, e.g., alternative names for an element, and second there is now evidence for matching techniques where there earlier was none, e.g., considering T3 with T1 includes data instances (tuples) where there were none initially.

Another method of exploiting the corpus is to estimate statistics about schemas and their elements. For example, given a corpus of inventory schemas, we can learn that Availability tables always have columns similar to ProductID and are likely to have a foreign key to a table about Warehouses. These statistics can be used to learn domain constraints about schemas (e.g., a table cannot match Availability if it does not have a column similar to ProductID). We show how to learn such constraints, and how to use them to further improve schema matching. We note that previous work has shown that exploiting domain constraints is crucial to achieving high matching accuracy, but such constraints have always been specified manually. Specifically, the contributions of the paper are the following:

- We describe a general technique for leveraging a corpus of schemas and mappings to improve schema matching. Our technique uses the corpus to augment the evidence about elements in the schemas being matched, thereby boosting the accuracy of any schema matching technique.

- We describe how to glean statistics from the corpus and infer from them domain constraints. We show how to learn the importance of the learned constraints, which is important for their use in schema matching.

- We describe a comprehensive set of experiments that demonstrate that corpus-based matching has better performance than direct matching, and in particular better than previously described methods such as Similarity Flooding [12] and Glue [5]. Moreover, the improvement is even more pronounced in the case of difficult matching tasks. We also show that the constraints we learn from the corpus further improve the performance of schema matching.

Several recent works have reported high accuracy for schema matching systems, thereby questioning the impact of additional improvements. It is important to note that the work done by the human designer is proportional to the size of the schema that was not matched by the algorithm. Hence, improving matching accuracy from 80% to 85% is roughly akin to reducing the manual work by 25%. Furthermore, these improvements are harder to obtain, because they consider the parts of the schemas that are harder to match. As we show, our methods are particularly effective on harder matching problems. In addition, our experimental results are based on a much larger and broader set of schemas than in previous work. Finally, we note that there are many potential sources for schema corpora. Portals such as XML.org and OASIS.org list schema standards organized by domain. Some large application vendors publish their schemas, and companies often accumulate schemas and mappings for matching tasks done by their staff.

The paper is organized as follows. Section 2 defines the schema matching problem, and gives an overview of our approach. Section 3 describes our main corpus-based augmentation method, and Section 4 describes how to extract constraints from the corpus. Section 5 describes our experimental study. Section 6 discusses related work, and Section 7 is the conclusion.

2. Overview

We first define the schema matching problem, and summarize the corpus-based matching approach.

2.1. Schema Matching

Semantic mappings are at the core of any data sharing architecture. Mappings are expressions that relate data in multiple data sources and are typically expressed in some formal mapping language such as GLaV (see [10] for a survey), XQuery or SQL. Schema matching is a first step toward constructing mappings that identify elements in the disparate schemas that are
related to each other. Informally, a match can be defined as follows: given two schemas $S$ and $T$, we say that element $s$ in $S$ matches $t$ in $T$ if the mapping between $S$ and $T$ has a (possibly complex) expression that relates $s$ and $t$. For example, Figure 1 shows the matches and the mapping between the tables BookAvailability and Stock. The problem of creating mappings from the match result is considered in [15, 27].

More specifically, our goal is as follows. For each element in two given schemas $S$ and $T$, identify the element in the other schema that it matches, if any. Note that some elements in $S$ can match multiple elements in $T$, and vice versa.

**Previous schema matching algorithms:** Previous schema matching algorithms can be characterized, broadly, as follows. Given two schemas, $S$ and $T$, start by building models $M_s$ and $M_t$ for each element $s$ in $S$ and $t$ in $T$, respectively. Each model includes all the information that is known about the element and is relevant to discovering matches, such as its name, sample data instances, type information, and related elements. A variety of matching algorithms are applied to each element pair, $(s \in S, t \in T)$. Each algorithm compares different aspects of the elements. For example, a name matcher compares the names by computing the edit distance between the two, while a type matcher uses a data type compatibility table. The result of such a comparison is typically a similarity value. The values from different aspects are combined into a single similarity value. This step can potentially involve analyses of the results of the individual comparisons and analyses of the similarities of other element pairs. The result is a similarity matrix that has a score for each pair of elements. Matches are chosen from the similarity matrix to satisfy some criteria for a desirable mapping. The vast majority of known approaches build models for schema elements based only on information available in the schemas being matched. Hence, all matching decisions are essentially based on direct comparisons between the two schemas.

### 2.2. Corpus-based Matching

The intuition underlying corpus-based schema matching is that often direct comparison does not suffice, and we can leverage knowledge gleaned from other schemas and matches. The corpus is a collection of schemas and mappings between some schema pairs. Each schema includes its elements (e.g., relation and attribute names) and their data type, relationships between elements, sample data instances, and other knowledge that can be used to relate it to other schemas. Schemas in the corpus are only loosely related—they roughly belong to a single domain but need not be mapped to each other.

Since the schemas were defined for a variety of purposes and by different designers, the corpus has a number of representations of each concept in the domain, some of which are related through the mappings in the corpus. The Corpus-Based Augment Method (augment), which we describe in the next section, leverages this variety of representations by using the corpus to add information to each element’s model.

Specifically, given the element $s$ in schema $S$ that is not in the corpus, it finds other elements, say $e$ and $f$, in the corpus that are alternate representations of the same underlying concept. Elements $e$ and $f$ will differ from $s$ in some ways since they belong to different schemas. For example, $e$ can have the same data instances as $s$ but a different name and will thus contribute to a more general name model for $s$. By contrast, $f$ can have a similar name and data instances, but different relationships with other elements in the domain and will thus contribute to a better relationship model. The augment method builds a model $M'_s$ for $s$ that includes knowledge about $e$ and $f$, and uses $M'_s$ in the matching process in instead of $M_s$. The augment method is depicted in Figure 2.

**Learning Schema Statistics:** Another use of the corpus is to estimate various statistics about elements and relations in a domain. For example, given a collection of relational schemas, the frequently occurring tables in the schemas give a clear indication of the important object types in a domain; the columns of multiple similar tables help us identify the various possible attributes of these objects; and the table-column and foreign key relations help us identify various possible ways in which the objects might be related. This type of knowledge
will help us develop a better understanding of the domain. While these statistics can be exploited in many ways, we use them to design constraints that we use to prune candidate mappings during match generation. As we shall see in Section 4 such constraints can be used in concert with others as an input to the match generation module of a schema matcher. Previous work only exploited constraints that were given manually.

3. The Augment Method

We now describe the augment method in detail. We first describe how we find elements in the corpus that are similar to a schema element \( s \), and then show how to use these elements to drive schema matching.

3.1. Models for corpus elements

In order to find elements in the corpus that are similar to a given schema element \( s \), we compute an interpretation vector, \( I_s \), for \( s \). \( I_s \) is a vector, \( \langle \ldots, p_{e,s}, p_{f,s}, \ldots \rangle \), where \( p_{e,s} \) is an estimate of how similar \( s \) is to element \( e \) in the corpus. We use machine learning to estimate these similarities. Specifically, for each element of the corpus, \( e \), we learn a model; given an element \( s \), the model of \( e \) predicts how similar \( e \) is to \( s \). The model for each element is created via an ensemble of base learners, each of which exploits different evidence about the element. An example of a base learner is a name learner that determines the word roots that are most characteristic of the name of an element (as compared to the names of other elements). Likewise, a data instance learner determines the words and special symbols (if any) that are most characteristic in instances of an element. The predictions of the base learners are combined via a meta-learner.

Learning the models for each element requires training data. We describe how training data is obtained and then some of the base learners that we use.

Training Data Training a learner requires learner-specific positive and negative examples for the element on which it is being trained. For any element \( s \in S \), these training examples can be extracted from \( S \) and from schemas that have known mappings to \( S \).

- **Within \( S \):** An element is a positive example of itself. All the other elements in the schema are negative examples, except for those that are duplicated in the schema with the same properties.
- **Outside \( S \):** If, in some mapping, \( s \) is deemed similar to an element \( t \) in \( T \), then the training examples for \( t \) can be added to the training examples for \( s \). If \( s \) matches more than one element in \( T \), then each of them contributes positive examples, and the other elements in \( T \) contribute negative examples. Mappings enable us to obtain more training data for elements and hence learn more general models.

**Base Learners** We use the following base learners.

Name Learner: The name of an element typically contains words that are descriptive of the element’s semantics. However, names are not always easy to exploit and contain abbreviations and special characters that vary between schemas. Our name learner tries to identify frequent word roots in the element names. We use two separate schemes. In the first we split the names of the elements based on capitalization and stem the resulting fragments, e.g. **Customer Addresses** becomes (**Customer Address**). Second, we split the names into their corresponding \( n \)-grams e.g., the 3-grams of the name itemnum are (**ite tem emn mnu num**). \( n \)-grams have been shown to work well in the presence of short forms, incomplete names and spelling errors that are common in schema names [3]. In many schemas in our data sets, we found that names could not be easily split into smaller sensible sub-words, and hence \( n \)-grams seemed to be especially effective. Each name fragment or \( n \)-gram set for an element contributes one training example to the name learner. The name learner can be any text classifier such as TF/IDF [21] or Naïve Bayes [6].

Text Learner: Text descriptions of elements typically explain the meaning of elements more than the names themselves. But the quality of these descriptions varies a lot. We extract any text annotations that we can obtain from the elements. We also add the name fragments used for the Name Learner to the text annotations to account for overlapping information in the names and annotations. Finally, we eliminate non-significant words such as prepositions. A text classifier is trained on the resulting examples.

Data Instance Learner: The data instances of similar elements are often similar: the same values can appear, e.g. makes of cars; the same words can appear, e.g. adjectives such as good, poor, or excellent reviews; or the values might share common patterns (e.g., monetary units). For each element, we place all of its instances into a single training example. In addition to the instances themselves, we add special tokens for each symbol and for numbers. The instance learner is built by training a text classifier on these examples.

Context Learner: Similar elements are typically related to elements that are, in turn, similar to each other. To exploit this context information, we determine for each element the set of other elements to which
it is related, e.g., for columns of tables this is the table and other columns in that table. For each element we create a context example containing the tokenized names of all the elements in that set, and then train a text classifier on these context examples.

Our framework is general enough to incorporate additional base learners as well as non-learning techniques. For example, we also have a simple name comparator that uses string edit distance between the names to estimate the similarity of two elements.

**Meta Learner:** Given an element \( s \), a base learner \( L_k \) makes a prediction \( p_{e,s}^k \) that \( s \) is similar to the corpus element \( e \). We combine these predictions of the different base learners into a single similarity score between \( e \) and \( s \) using logistic regression:

\[
p_{e,s} = \sigma \left( \sum_k a_k p_{e,s}^k - b_k \right), \text{ where } \sigma(x) = \frac{1}{1 + e^{-x}}
\]

The *sigmoid* \( (\sigma) \) function has been shown to have a number of desirable properties as a combination function [5]. In practice we found this to work better than a simple linear combination. The parameters \( a_k \) and \( b_k \) are learned from training separately for each element in the corpus, using the stacking technique [23].

Given the model created by the meta-learner, we can compute the interpretation vector, \( I_s = (p_{e,s}) \), for an element \( s \). Recall that the interpretation vector of \( s \) has an entry for each element \( e \) in the corpus. Each \( p_{e,s} \) is the estimated similarity between \( s \) and \( e \).

### 3.2. Augmenting element models

The goal of the **augment** method is to enrich the models we build for each element of the schemas being matched, thereby improving our ability to predict matches. Our first step is to find the elements in the corpus that will contribute to the enriched model.

Given the interpretation vectors computed as described above, the most similar elements to \( s \) are picked from the interpretation vector using a combination of two simple criteria:

- **Threshold** \( \alpha \): Pick \( e \) such that \( p_{e,s} \geq \alpha \).
- **Top N**: Pick the \( N \) elements most similar to \( s \).

For each element \( s \), let \( C_s(\alpha, N) \) (henceforth \( C_s \)) be the elements \( e \) in the corpus that are among the \( N \) most similar to \( s \) and have \( p_{e,s} \geq \alpha \).

The augmented models are constructed in a similar way to building models for each element in the corpus. Having determined \( C_s \), we build the training set for \( s \) as follows: include as positive examples for \( s \) the union of the positive examples of \( s \) and each of the elements in \( C_s \). The negative examples for \( s \) are the union of the different negative examples, excluding those that appear as positive examples. As described earlier, mappings in the corpus can be used to obtain more examples for any element. Thus in addition to \( C_s \), other elements that are known to map to elements in \( C_s \) also contribute to the examples for \( s \).

We construct the augmented model \( M_{s,k}^t \) for each \( s \) in a schema and base learner \( L_k \). We note that while the training phase for elements in the corpus is done offline, the training for the augmented models is done during the matching process.

The training examples obtained from the corpus can be weighted by their similarity score in \( I_s \). This will enable us to differentiate the relevance of the different training examples and can also be used to prevent the corpus information from dominating the examples already in \( s \).

Since there are multiple schemas in the corpus, it is easier to find some elements than are similar to \( s \) rather that directly matching to elements in schema \( T \). Even if a few elements are incorrectly added to the augmented model, there are benefits as long as there are fewer of them than correctly added elements.

### 3.3. Matching based on augmented models

The augmented models for each element are also an ensemble of models, as are the models for the elements in the corpus. We use them for matching elements \( s \in S \) and \( t \in T \) as follows.

For each base learner \( L_k \), the augmented model for \( s \) can be tested on \( t \) to estimate the similarity \( p_{s,t}^k \). Similarly, the augmented model for \( t \) can be tested on \( s \) to estimate \( p_{t,s}^k \). The similarity \( p_{s,t} \) is obtained by combining the individual \( p_{s,t}^k \)’s using the meta-learner for \( s \) (and similarly for \( p_{t,s} \)). We compute the similarity \( sim(s, t) \) as the average of \( p_{s,t} \) and \( p_{t,s} \).

Finally, we contrast the **augment** method with a more naive method, **pivot**, which was described in our initial explorations of corpus-based matching [11]. With pivot, the similarity between two elements \( s \) and \( t \) is obtained directly from the interpretation vectors \( I_s \) and \( I_t \) by computing their vector dot product (also called the *cosine measure*). However, pivot has two significant drawbacks. First, in many cases, the learned models are not robust because of few training examples. Second, pivot biases the matching process to rely only on the corpus, and hence ignores information in \( S \) and \( T \) that can contribute to the mapping. We compare pivot and augment experimentally in Section 5.

The result of both the **augment** and the **pivot** methods is a similarity matrix: for each pair of elements \( s \in S \) and \( t \in T \), we have an estimate for their simi-
larity (in the [0, 1] range). Correspondence or matches can be selected using this matrix in a number of ways, as we describe next.

4. Corpus-aided Match Generation

The task of generating matches consists of picking the element-to-element correspondences between the two schemas being matched. As observed in previous work [12, 4], relying only on the similarity values does not suffice for two reasons. First, certain matching heuristics cannot be captured by similarity values (e.g., when two elements are related in a schema, then their matches should also be related). Second, knowledge of constraints plays a key role in pruning away candidate matches.

Constraints can either be generic or dependent on a particular domain. As examples of the latter, if a table matches Books, then it must have a column similar to ISBN. If a column matches DiscountPrice, then there is likely another column that matches ListPrice. Most prior work has used only generic constraints, and when domain constraints have been used, they have been provided manually and only in the context where there is a single mediated schema for the domain [4].

In this section we make two contributions. First, we show how to learn domain constraints automatically from the corpus. Second, we show how to use the mappings in our corpus to learn the relevance of different constraints to match generation. The latter is important because many of the constraints we employ are soft constraints, i.e., they can be violated in some schemas. We note that the constraints we learn from the corpus can also have other applications, such as helping the design of new schemas in a particular domain. However, here we focus on exploiting them for schema matching.

4.1. Computing Schema Statistics

To extract constraints from the corpus, we first estimate various statistics on its contents. For example, given a collection of Book schemas, we might find that all of them have a column for ISBN, 50% of them have author information in separate tables, and 75% have list and discount price information in the same table.

In order to estimate meaningful statistics about an element, we must have a set of examples for that element, e.g., we can make statements about tables of Books only when we have seen a few examples of similar tables. We now show how we group together elements in our corpus into clusters that intuitively correspond to concepts. We then compute our statistics in terms of these concepts.

```plaintext
clusterElements (elements: set of elements from all the schemas in the corpus)
concepts = elements
for(i=1; i<= number of base learners + 1; i++)
    concepts = clusterConcepts(concepts, combinationParameters(i))
return concepts

clusterConcepts (iConcepts: input set of concepts, m_i: base learner combination parameters)
train ensemble of base learners for each concept in iConcepts
sim[i], al[i, a] = computeInterConceptSimilarity(iConcepts, m_i)
ioConcepts = iConcepts
cm = sort-decreasing(iConcepts, sim)
while(top(cm).sim > t_h)
    remove(oConcepts, top(cm)); c_m = merge(top(cm)). add(oConcepts, c_m)
    eliminate from cm all pairs including concepts in top(cm)
    computeSimilarity(c_m, oConcepts)
    insert new candidate pairs in order into cm
return oConcepts
```

Figure 3. Clustering elements in the corpus into concepts for estimating schema statistics.

Clustering Algorithm: We use a hierarchical clustering algorithm (outlined in Figure 3). We start with each element being a separate cluster. We iteratively try to merge the two most similar current concepts into a single concept, until no further merges are possible. For lack of space, we only highlight some of the salient features of our algorithm.

The basic clustering procedure `clusterConcepts` is invoked \( n + 1 \) times, where \( n \) is the number of base learners. In each of the first \( n \) iterations, the \( i^{th} \) base learner is heavily weighted compared to the others during the similarity computation. In the last iteration all the learners are equally weighted. This enables us to obtain clean initial clusters at the end of the first \( n \) iterations, and then collapse them more aggressively in the final iteration.

In each invocation of `clusterConcepts` the base learners are retrained, and the inter-concept similarity is recomputed. This exploits the clustering from earlier iterations. The inter-concept similarity is computed by applying the learned models for the concepts on each other (outlined in Section 3.3). `computeSimilarities` recomputes the similarity of a new concept with all the existing concepts to be the maximum similarity among sub-concepts: \( \text{sim}[c_{\text{new}}, c] = \max(\text{sim}[c_i, c], \text{sim}[c_j, c]) \), if \( c_{\text{new}} \leftarrow \text{merge}(c_i, c_j) \).

We ensure that two elements from a schema are never in the same concept by eliminating merge candidates that might have elements from the same schema. The intuition for this is that the same concept is never duplicated within one schema (similar to [8, 26]).

We note that clustering elements into concepts can also benefit the augment method. Instead of searching for similar elements to a given element, the algorithm can search for similar concepts. Thus the augmented
model for any element \( e \) will include evidence from elements that are not directly similar to \( e \), but are similar to other elements in the corpus similar to \( e \).

**Example schema statistics:** We now give a flavor for some of the statistics that are computed.

**Tables and Columns:** For relational schemas, we separately identify table concepts and column concepts. We compute for each table concept \( t_i \) and each column concept \( c_j \), the conditional probability \( P(t_i|c_j) \). This helps us identify the contexts in which columns occur. For example, the ISBN column most likely occurs in a Books table or an Availability table (as foreign key), but never in a Warehouse table.

**Neighborhood:** We compute for each concept the most likely other concepts they are related to. Briefly, we construct itemsets from the relationship neighborhoods of each element, and learn association rules from these. For example, we learn that 
\[
\text{AvailableQuantity} \rightarrow \text{WarehouseID}, \text{i.e. availability is typically w.r.t. a particular warehouse.}
\]

**Ordering:** If the elements in a schema have a natural ordering (e.g. the input fields in a web form, or the sub-elements of an XML element), then we can determine the likelihood of one concept preceding another. For example, in our auto domain (Section 5) the make is always placed before the model and price inputs, but occurs after the new/used input.

### 4.2. Constraint-based Match Generation

Given two schemas \( S \) and \( T \), our goal is to select for each element in \( S \) the best corresponding element in \( T \) (and vice-versa). Specifically, for each element \( e \) in \( S \) we will assign either an element \( f \) in schema \( T \), or no match (\( \phi \)). Let \( M \) represent such a match. Thus, 
\[
M = \{ (e, f) \mid e \in S \text{ and } f \in T \} \cup \{ \phi \}.
\]

We assign a cost to any such match \( M \) that is dependent on our estimated similarity values and constraints:

\[
Cost(M) = - \sum_i \log \text{sim}(e_i, f_i) + \sum_j w_j \times K_j(M)
\]

where \( \text{sim}(e_i, f_i) \) is the estimated similarity of elements \( e_i \) and \( f_i \), each \( K_j(\geq 0) \) is some penalty on the mapping \( M \) for violating the \( j^{th} \) constraint, and \( w_j \) is a weight that indicates the contribution of the \( j^{th} \) constraint. The first sum is an estimate of the total log likelihood of the mapping (if the similarities were interpreted as probabilities). The second sum is the penalty for violating various constraints. The task of generating the mapping from \( S \) to \( T \) is now reduced to the task of picking the mapping \( M \) with the minimal cost. We use \( A^* \) search [20] to pick the best mapping \( M \), which guarantees finding the match with the lowest cost. Our constraints are encoded as functions, \( K_j \), that produce a value in the interval \([0, 1]\). We do not provide the details for each \( K_j \), but note that the weight-learning algorithm described in the next section adapts \( w_j \) to the values \( K_j \) evaluates to.

Some of the constraints we use are the following. For generic constraints, **uniqueness** states that each element must match with a distinct element in the target schema, and **mutual** (\( \text{pep} \) in [12]) states that \( e \) can match \( f \) only if \( e \) is one of the most similar elements of \( f \) and mutually \( f \) is one of the most similar elements of \( e \). As domain constraints obtained from the corpus, we have the following: (1) **same-concept:** if two elements are to be matched, then they have to be similar to the same concept(s) in the corpus; (2) **likely-table:** if column \( e \) matches \( f \), then \( e \)'s table must be a likely table for \( f \) to be in; (3) **neighbors:** if element \( f \) is to be assigned to \( e \), then elements that are likely related to \( f \) must be related to \( e \); and (4) **ordering:** if element \( f \) is to be assigned to \( e \), then the ordering corpus statistics should not be violated.

### 4.3. Learning Constraint Weights

Since many of the constraints we use in our matching algorithm are soft, i.e., encode preferences rather than strict conditions, the choice of weight for each constraint is crucial. Prior work has always hard-coded these constraint weights. We now describe how these weights can actually be learned from known mappings.

Consider a matching task between source schema \( S \) and target schema \( T \). Consider a mapping \( M \) in which the correct matches are known for all elements in \( S \) except \( e \). If \( f \) were the correct match for element \( e \), then in order that \( e \) is also correctly matched with \( f \), given the exact matches of other elements, the following condition must hold.

\[
\forall f_i, f_i \neq f, \text{Cost}(M[e \leftarrow f]) < \text{Cost}(M[e \leftarrow f_i]) \quad (2)
\]

This can be re-written for each \( f_i \) as below.

\[
L(M, \text{sim}, e, f_i, \bar{w}) = \log \text{sim}[e, f] - \log \text{sim}[e, f_i] + \sum_j w_j \times \left[ K_j(M[e \leftarrow f]) - K_j(M[e \leftarrow f_i]) \right] > 0 \quad (3)
\]

An incorrect match is chosen for \( e \) if
\[
L(M, \text{sim}, e, f_i, \bar{w}) \leq 0.
\]

The best matches will be generated if the number of incorrect decisions are minimized. We try to achieve this by learning \( \bar{w} \) from known mappings: specifically, given a set of known mappings \( M_1, \ldots, M_n \), we try to find \( \bar{w} \) such that 
\[
\left\{ (e, f_i) : L(M_k, \text{sim}, e, f_i, \bar{w}) \leq 0 \right\} \text{ is minimized.}
\]

The similarity matrix sim has the results from matching the schemas in each \( M \).

We find the \( w_i \)'s using hill climbing search [20]. Specifically, we start with a random initial guess for
\[ \hat{w} = (w_j = 0) \]. We repeatedly compute the change in number of violations of condition 3 by modifying each \( w_j \) separately, while keeping the others constant. The modification that results in the best change is accepted (with ties broken randomly) and this process is repeated. Since we can land in a local minimum we perform multiple restarts that can result in different solutions (because of random tie breaks), and choose the best overall best solution.

**Increasing Precision:** We note that the above training procedure tries to minimize the total number of incorrect decisions. Alternatively, we can modify the weight learning procedure to maximize precision, i.e., make only correct predictions at the expense of making fewer predictions. The intuition is that we do not penalize no matches (i.e., \( e = \emptyset \)), and hence we omit these examples from the minimization.

### 5. Experimental results

We now present experimental results that demonstrate the performance of corpus-based matching. We show that corpus-based matching works well in a number of domains, and in general has better results than matching schemas directly. Furthermore, we show our techniques are especially effective on schema pairs that are harder to match directly. We show that the results from corpus-based matching can be used to boost the performance of other matching techniques.

#### 5.1. Datasets

Table 1 provides detailed information about each of our domains. We describe them briefly below.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Type</th>
<th># Schemas (min-max)</th>
<th># Elements (mean, std.dev.)</th>
<th># Mappings</th>
<th>Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>auto</td>
<td>webform</td>
<td>30</td>
<td>3-28, 11, 8.7</td>
<td>74</td>
<td>text, variable names, select options</td>
</tr>
<tr>
<td>real estate</td>
<td>webform</td>
<td>20</td>
<td>3-20, 7, 4.1</td>
<td>37</td>
<td>names, examples, descriptions, context</td>
</tr>
<tr>
<td>inventory</td>
<td>relational</td>
<td>26</td>
<td>11-33, 18, 4.9</td>
<td>39</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1. Characteristics of evaluation domains.**

In each domain, we manually created mappings between randomly chosen schema pairs. The matches were one-many, i.e., an element can match any number of elements in the other schema. These manually-created mappings are used as training data and as a gold standard to compare the mapping performance of the different methods.

#### 5.2. Experimental Methodology

We compared three methods: augment, direct, and pivot. augment is our corpus-based solution as described in the previous sections. direct uses the same base learners described in Section 3.1, but the training data for these learners is extracted only from the schemas being matched. direct is similar to the Glue system and can be considered a fair representative of direct-matching methods. pivot, as described in Section 3, is the method that computes cosine distance of the interpretation vectors of two elements directly.

In each domain, we compared each manually created mapping pair against the mapping that was predicted by the different methods. The corpus contents
(schemas and mappings) were chosen at random and are mentioned in each experiment.

**Constraint Weight Training:** In order to fairly compare the above three techniques, we selected a random 25% of the manually created mappings in each domain, and learned the constraint weights with them as training data (these mappings were *not* part of the corpus and hence not exploited by the base learners of augment). The constraint weights were learned separately for augment, direct, and pivot. The reported results are on the remaining 75% of the mappings.

### 5.3. Measuring Matching Performance

The result of each of our methods is a directional match: for each element in a schema, an element from the other schema is chosen such that the cost of entire mapping is minimized. If the gold standard has a match in which \( s \) matches a set of elements \( E \), then a matcher is said to have predicted it correctly if \( s \) is predicted to match any one element in \( E \), and every element in \( E \) is matched by \( s \). As a result, any 1 : \( m \) mapping is considered as \( m + 1 \) separate matches.

We report matching performance in terms of three measures: **Recall**, **Precision**, and **F-Measure**. For a given schema pair, let \( c \) be the number of elements in the two schemas for which a match is predicted and the predicted match is correct. If a match was predicted for \( n \) elements, and a match exists in the gold standard for \( m \) elements, the precision \( p \) is the fraction of elements with correct predictions, the recall \( r \) is the fraction of matches in the manual mapping that were correctly predicted, and the f-measure is the harmonic mean of the precision and recall.

\[
F\text{Measure} = \frac{2pr}{p + r}, \quad \text{where} \quad p = \frac{c}{n}, \quad r = \frac{c}{m}
\]

Optimizing for f-measure tries to balance the inverse relation between precision and recall. An increase in f-measure indicates a better ability to predict correct matches and also identify non-matches. The f-measure is commonly used in IR to achieve a balance between precision and recall. We report the f-measure averaged over multiple runs of all matching tasks in a domain.

### 5.4. Comparing Matching Techniques

Figure 4 compares the results of direct, augment, and pivot in each of the four domains. There are 22 (auto), 16(real estate), 19(invsmall), 16(inventory) schemas respectively and 6 mappings in the corpus. augment achieves a better f-measure than direct and pivot in all domains. There is a 0.03 – 0.11 increase in f-measure as compared to direct, and a 0.04 – 0.06 increase as compared to pivot. In general, augment has a significantly better recall as compared to direct in three out of four domains. This shows that augmenting the evidence about schemas leads to the discovery of new matches. The precision of augment is better than direct in two of the domains (auto and invsmall), lower in one (inventory) and about the same in the other.

The lower precision in the inventory domain is due to the presence of many ambiguous matching columns (e.g., multiple address, price and id columns) with similar names and very few data instances. However there is a noticeable increase in recall in this domain. The reason for the dramatic increase in precision in the auto domain is that there are a number of elements in the schemas that do not have any matches, and augment is able to prune them away with domain constraints.

Except for the recall on the auto domain, augment also performs better than pivot, which is just comparable to that of direct. This suggests that mere comparison of the interpretation vectors is not sufficient. For example, when two elements are very similar, but there is nothing in the corpus similar to these elements, pivot cannot predict a match while augment can.

The results in this section consider only the single best match for each element. In an interactive schema-matching system, we typically offer the user the top few matches when there is a doubt. When we consider the top-3 candidate matches, then augment is able to identify the correct matches for 97.2% of the elements, as opposed to 91.1% by direct and 96.7% by pivot.

### 5.5. Difficult versus Easy matching tasks

Our central claim is that corpus-based matching offers benefits when there is insufficient direct evidence in the schemas. To validate this claim, we divided the manual mappings in each domain into two sets - easy and difficult: all the schema pairs in the test set were matched by direct and then sorted by direct’s matching performance. The top 50% were identified as the easy pairs and the bottom 50% as the difficult pairs.

Figure 5a compares the average f-measure over the difficult matching tasks, showing that augment outperforms direct in these tasks. More importantly, the improvement in f-measure over direct is much more significant (0.04 – 0.16) than in Figure 4a, e.g., there is an improvement of 0.16 in the invsmall domain, and 0.12 in the real estate domain as compared to the 0.11 and 0.07 increases when all tasks are considered.

Figure 5b shows the same comparison over the easy tasks. The performance of augment for these tasks, while still very good, is in fact slightly worse than direct in one domain and the improvements are much less in the other domains. This is quite intuitive in retro-
5.6. Constraints and Match Generation

We now look at the utility of constraints in the generation of matches. Given the similarities computed by augment, we compare two cases: using corpus and generic constraints (C&G), against only using generic constraints (G). We also separately consider the cases of learning to improve overall match generation and that of learning for high precision results (Section 4.3).

Maximizing F-Measure: We compared C&G and G against a *best-match* strategy that does not use constraints: for $e \in S$, select element $f \in T$ with the highest similarity provided it is greater than a threshold $th$. Threshold $th$ is determined from the same mappings that were used for training constraint weights. The F-measure for C&G (same as in Figure 4a) was better than the best-match in all the domains. The improvements were auto:0.02, real estate:0.12, invsmall:0.05, and inventory:0.02 respectively. There is no significant improvement for C&G over G (within 0.02 of each other in all the domains). The better performance of G and C&G indicate that the weights learned for the constraints are reasonable.

Maximizing Precision: In some contexts where schema matching systems are used, we may prefer to present the user only the matches of which the system is very confident, or equivalently, emphasize high precision. We claim that corpus constraints are reasonable.

In summary, for the schema pairs that are difficult to match we are able to leverage the corpus to significantly improve our matching performance, while on schema pairs that are relatively easier to match we get smaller improvements.
ing the results when the precision is closest to 0.9. Best Generic is more sophisticated: in addition to Best Naive the mutual constraint described in Section 4 is strictly enforced. In a sense this captures the notion of best possible performance of $G$. Note that these are oracles because the best thresholds are chosen by comparing to the gold standard.

In three domains (real estate, invsmall, and inventory), the recall achieved by C&G is higher than both of the oracle solutions. $G$ is able to achieve such a high precision only in one domain (inventory). In this domain using the generic constraints appears to perform better. These results suggest that the corpus constraints are effective in pruning incorrect matches.

The poor performance of C&G in the auto domain is probably due to the overfitting of the constraint weights in this domain. Notice from Figure 4a that when optimized for f-measure (as opposed to precision), the precision obtained 0.92 is actually as required, and the precision is also high.

5.7. Interaction with Other Matchers

We investigated using a corpus-based matcher as an independent module that contributes to other matching algorithms, and in particular, to the Similarity Flooding algorithm [12]. simflood is a graph matching algorithm that iteratively modifies the similarity of an element pair based on the similarities of other elements the pair are related to. We modified the code so that the similarities between elements in the schemas is initialized using the similarity matrix that results from direct (direct→simflood) and augment (augment→simflood). Figure 5d shows the results of this modification. direct→simflood does significantly better than simflood in all domains demonstrating that direct is a good matcher to be comparing against. augment→simflood significantly improves upon it in invsmall. There is a small improvement in real estate and inventory and a small drop in auto. The small changes in the webform domains are not surprising since these schemas do not have much structure for the graph matching to exploit. The rich structure (tables and columns) already present in inventory schemas results in augment not being able to contribute much in this domain. But in the evidence-parched schema pairs in invsmall there is the noticeable improvement. Note that in all four domains the f-measure of all variations of simflood is less than that of augment in Figure 4a. This is because simflood is a conservative matcher and makes only confident predictions (hence the high precision). Despite this conservative strategy, initializing with augment increases the recall while keeping precision intact, thereby demonstrating the utility of the corpus.

5.8. Additional experiments

We briefly mention two other experiments we performed to better understand the utility of the corpus.

Corpus Evolution: We studied the variation in augment as the number of schemas and mappings in the corpus are increased. In general there is a steady increase in f-measure as the number of schemas are increased and the number of mappings are increased. In the inventory domain just increasing the number of schemas with no mappings decreases the average f-measure, but increasing the number of mappings increases it. This is because these schemas are rather large and have a lot of ambiguity. Hence incorrect matches made during the clustering of elements into concepts lead to polluted clusters and hence the drop in performance. Adding mappings to the corpus results in cleaner clusters and the increase in performance.

Hand-tuned corpus: As an initial experiment into the various options of hand-tuning a corpus, we performed the following experiment. For each domain we designed a mediated schema and put it in the corpus, as well as mappings from each of the schemas in the corpus to the mediated schema. We experimented with variations of augment and pivot that used the mediated schema to define clusters rather than automatically learning them. We found that the f-measure is higher than those in Figure 4a only in the auto domain. This is primarily due to the fact that it was easy to define a reasonable mediated schema in that domain, whereas it was difficult to do so in the real estate and invsmall domains. Since the algorithm relied on the mediated schema, its performance was poor when the mediated schema was deficient.

6. Related Work

The use of previous schema and mapping knowledge has been proposed in the past, but in two very restricted settings. They either use previous mappings to map multiple data sources to a single mediated schema [4], or compose known mappings to a common schema [3]. Our goal is significantly more ambitious: we show that a corpus of schemas and mappings can be leveraged in many different ways to discover matches between two as yet unseen schemas. [11] was a preliminary investigation of corpus-based matching, where the pivot method and its disadvantages were described.

Another use for a corpus of schemas is described in [8], where the authors construct a mediated schema for a domain of web forms. They estimate the single most likely mediated schema that could generate all
the web forms in a given collection. However, this approach to schema matching can only work when the domain is simple and clearly delimited. In [26] the authors collectively match a number of related web forms by clustering their fields. As seen in Section 3, we consider such clustering as one possible way of organizing the information in our corpus.

In [27], the authors propose matching two schemas by matching them both to a single domain ontology and then composing the two sets of matches. Both the domain ontology and the rules for matching the domain ontology elements to the different schemas are manually specified. Our corpus can be thought of as a domain ontology, however it is not manually created.

7. Conclusion

We described corpus-based schema matching, a set of techniques that leverages a collection of schemas and matches to improve schema matching. In a sense, corpus-based schema matching tries to mirror the main technique used in Information Retrieval, where similarity of queries to concepts are computed mostly based on analyzing large corpora of text. However, unlike documents, that can be abstracted as bags of words, schemas are complex artifacts and do not typically have large amounts of evidence. So leveraging a schema corpora requires different techniques.

Our main contribution is the Corpus-Based Augmentation method, which uses the corpus to increase the evidence taken into consideration in the matching process. In addition, we showed how we can leverage the corpus to discover concepts in the domain and domain constraints that further improve schema matching. We believe these techniques will also be useful in other applications of schema corpora. Finally, we described an extensive set of experiments that validated the utility of corpus-based schema matching and studied some of the tradeoffs involved. The most important observation is that corpus-based schema matching is especially effective in hard-to-match schema pairs.
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